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Abstract— This paper addresses the topic of a model-free gain, and output impedance are calculated. Additionally, these
sys- tem identification of highly nonlinear power electronics gpecifications can be easily measured whenever the small-

systems from the data either through a time-domain simulation - ;4| model and/or the controller based on this model needs
or a hardware measurement. Especially, this system identification o .
to be verified experimentally.

method based on the black-box approach using the data gener- o
ated from well-known design tools such as PSpice and MATLAB  For the past decades, state-space averaging is a commonly
is generally simpler and independent of type of converters. As an used modeling approach for small-signal modeling of switch-
application of identifying an unknown plant in power electronics jng converters. This method was originally proposed to model
systems, a constructive black-box approach is presented which , <o\ vigth modulation (PWM) converters. For properly de-
aims at generating discrete-time small-signal linear equivalent ™. . .
models for a general class of converters, which includes resonant Signeéd PWM converters, the natural frequencies of each linear
converters, pulsewidth modulation (PWM) converters and zero- Circuit are much lower than the switching frequency. This
voltage-switched (ZVS) PWM converters. The resulting small- provides justification of the linear ripple assumption. Under the
signal model describes the converter as a linear time-invariant assumption that the natural frequency of the converter power

system, and the knowledge of the identified linear system can : i .
be applied to the switching converters for constructing feedback stage is well below the switching frequency, the averaging

controllers. The identification results are compared with the t_echnique can provide apprqximate linear SO|Uti0n$ of a non-
analytical model and experimental data. linear averaged state equation. Then, the small-signal model

can be derived by “persistently exciting” input signals around
a particular operating point. The obtained small-signal model
has a continuous form. The model can predict the dynamics
WITCHING converters are inherently nonlinear oscillapf PWM-type converter power stages accurately up to the
ory systems. A switching converter consists of lineafalf of the switching frequency. The analysis of state-space
rESiStorS, inductors, CapaCitorS, as well as nonlinear magng{@raging is S|mp||f|ed by using a circuit averaging technique
components and semiconductor switches. Especially, duepi@sed on three-terminal PWM switch model [1]. However, this
the severe nonlinear characteristics of magnetic componeg{&raging concept does not apply for resonant converters and
and switching devices, it is very difficult to design stablgyytiresonant converters where the energy of state variables
feedback controllers using exact mathematical descriptionsj@fcarried mainly by switching harmonics but not by the low-
switching converters. Usually, switching converters have t3Rquency components as in the case of PWM-type converters.
many complex nonlinear differential equations to be solvedrgr resonant converters and multiresonant converters, the
Therefore, it is generally not feasible to construct deSiQﬂ/namics are often determined by the interaction between
guidelines to regulate a converter in a large-signal domayle switching frequency and the natural resonant frequency
Instead, small-signal models are commonly used to provige the converter [2]. This interaction cannot be investigated
dynamic information of the switching converters for contralising averaging concept because it eliminates the switching
purposes, where the converter can be linearized around@uency information. In recent years, due to the specific
specific operating point. Since the contrpl issues of switt_:hiragmuit characteristics, the zero-voltage-switched (ZVS) PWM
converters can be treated very effectively by small-signgdcyit topology has found many applications especially in
analysis, the resulting small-signal models are very useful Wgh-voltage/high-power dc to dc converters. This ZVS PWM
design engineers on the grounds that all of the relatively Simff@pology seems to be very close to the conventional PWM
techniques of linear system control theory can be applied ea%i%ology, but its small-signal properties are found to be

to the small-signal model. Therefore, practicing engineers mayiticantly different from that of the PWM converter, and
acquire the physical insight of the given system for developing sma|i-signal analysis is hard to be achieved by state-space
a proper feedback controller. From this small-signal model,eraging because it would require solving the third-order
important specifications such as audio susceptibility, |°%stem composed of six system equations whose averaging
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be done under given operating conditions. Perturbation of this c, ¢, o
nonlinear equation around a specific operating point provides
the small-signal dynamics with a sample interval the same as 1
the switching frequency. 1

However, in recent years the area of modeling and analysis
of power electronics systems, owing to their inherent nonlinear 0
nature, has been a very difficult task in view of the lack of
adequate analysis tools at the disposal of the circuit designer
working in the field. Due to the increased speed, accuracy, and
smaller size of today’s high-performance regulators, new and ,
more complex converter topologies have been continuouglg 1+ Example of a crate diagram.
developed. It becomes an even more challenging task to

develop a generalized modeling tool to analyze and design ) ,
new circuit topologies. where x is an (n x 1) vector,u is an (m x 1) vector,y

In this paper, the topic of system identification of highiy$ & (¢ % 1) vector, and the matrice, B, C, andD have
nonlinear power electronics systems from the data eith%qrr_espondlng compa_ltlble dimensions, the observability matrix
through a time-domain simulation or a hardware measurem&h@ven by the matrixQ,
is presented. Especially, this system identification method
based on the black-box approach using the data genera@d _ [(cl)T (CP)TKCIA)T (CPA)T|
from well-known design tools such as PSpice and MATLAB T
is generally simpler and independent of type of converters. (AT (e ATTHT] L ()

As an application of identifying an unknown plant in power

electronics systems, a constructive black-box approach_lj

4 : ; . ) . ﬁle dimensions o€}, are(np x n). For an observable system
presented which aims at generating discrete-time small-sig must have rank, and. thereforen linearly independent
linear equivalent models for a general class of converters’ ' i y P

which includes a PWM-type boost converter, aseries-resoné%xvs' The Luenberger form identifies the firat linearly

converter, a multiresonant converter, and a ZVS PWM o epe_ndent TOWs from the tOp.' Thubservability indexfor

verter. Also, since this approach is a model-free identification,e pair{A, C} is the smallest integex;, such that

internal structure need not be known in advance as long as one

can obtain a satisfactory statistical distribution of the data. rank[CT ATCT ... | AT)v—lcT] —n. (3)

This approach is also very effective to generate a reduced-

order model to represent a complex subsystem in a distributed

power system. Observability indexegplural) are defined as the set of integers
This paper is organized in the following way. The conventi}, 1 < ¢ < p, identifying the lengths of the chains of

tional method of multivariable system identification, whictgach row ofC. For instance, the rows generated by roare

utilizes all possible observable structures of the system lipearly independent up to (and including)A”:~*. As an aid

achieve a linearized model, is presented briefly in Sections I the discussion, the crate diagram is introduced as a means

A and II-B. This method is used to optimally generalize ovedf Visualizing whichn linearly independent rows of, are

the available input/output data around an equilibrium poire€ing chosen [5]. As an example of a three-output system of

Section IIl addresses the topic of the small-signal modelirjder 7, consider Fig. 1. In this case the matrix of selected

of a highly nonlinear power electronics system, which is uségws T becomes

to design feedback controllers. Finally, a discussion of the

simulation results and some directions for the future work are; + ~ T T T oNT a1 T
presented in Section V. [er ez 5 (c2A)" (c24) (c24)" (24%) (A7) ] (4)
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[I. MuLTI-INPUT MULTI-OUTPUT (MIMO) Note the correspondence between the partition&'dh (4)
STRUCTURE DETERMINATION and the units in the crate diagram of Fig. 1. Usiligas a

similarity transformation matrix results in the equivalent state
A. System ldentification space model given byA, = TAT-! B, = TB,C, =

In his often referenced paper [4], Luenberger establish&it '+ andD, = D. This representation is in theseudo-
nominal structures for a multi-input multi-output (MIMO)©Pservability form(POF) state-space model corresponding to
system. The method is based on the concept of either cdf€ indexes{2, 4, 1}, as indicated by the number of units in
trollability or observability indexes. For present purposes onf{}€ three columns of the crate. The structure of the model
the observability form will be discussed. Beginning with aff illustrated in theA, and C, matrices described below.

assumed D-T state-space model The matrix B, has no particular structure. The matr,
contains the remaining rows of the ¥ 7 identity matrix
x(k+1) =Ax(k) + Bu(k),  x(0) in rows 1, 2, 5, and 6. Its other rows may have arbitrary

v(k) =Cx(k) + Du(k) (1) elements. The difference between a POF and the corresponding
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Luenberger form is that Luenberger reordered the selectetlereR, = {A,, B,, C,, D,} is in a POF corresponding to
rows by the columns of the crate before performing the set of admissible POl = {»;}. From (6) we may write

similarity transformation, a step which is not only unnecessary,
O . . y(t) C,
but counterproductive in that the resulting structure is more y(t+1) C,A,
complex! ) = . x(t)
y(t+7) CoA;
0001000 D, 0 0
0000100 cB, . 0 o0
A, =z =z =2 = = z =z :
r r ¥ ¥ X T T CoAZ;’lBo - C,B, D,
0000 010 u(t)
0 0 0 0 0 0 1 u(t+1)
(1 0 0 0 000 : 0
C,=/0 100000 (5) u(t +7)
001 0000

Now we letr = v = max{y;}. Clearly, (7) holds for any
integert = [0, N — r] and can be rewritten as

The idea behind the POF's is that the selection of
the n linearly independent rows of), can be done in Yt = Qoox(t) + Hu, 8)
many ways, according to the indicefni, na, ---, n,}, wherey; andu, are (v + 1)p and (v + 1)m dimensional
representing the number of units in the columns of columns containing output and input vectgy$t + j) and
the crate. The indexes must, of course, sumntoEach u(t+j), j = [0, v]. The matrixQ,, is the observability matrix
possibility must be checked for “admissibility,” i.e., thalof the pair{A,, C,}, while H is the(r+1)px (r+1)m lower
the resultingn rows are, in fact, linearly independent. Theblock triangular matrix containing along the main diagonal the
admissible POF’s are then all possible structures for thp x m) blocks D,. The other nonzero blocks & are the
MIMO system. Investigation of the various POF's for dp x m)-dimensionalMarkov parameters
particular system quickly indicates that some forms are p .
better than others in terms of the condition number of the CoAsB,,  forj=[0,»—1] ©)
transformation matrixT". A poorly conditioned transformation Qur goal is to eliminate from (7) thex(¢) terms, thereby
matrix typically results in a large range of parameter valugstaining an expression which relates the sampled data to the
in the POF, as well as loss of numerical accuracy iglements inR,.
the model. Equation (7) can be considered to repregent 1)p scalar

In Section 1I-B the deterministic identification algorithmequations in the samples
is reviewed [6]. The identification technique presented in .
this paper, modified to accommodate noisy data, is given in yij = yi(t+7) (10)
Section Il1. i.e., theith component of the output vector(t + j5), i =
[1, p], 7 = [0, v]. It can be shown tha®),, hasn rows of an
identity matrix andp rows that correspond to the rows Af,
with nonzero/nonunity elements. Furthermore, the locations of

In Section II-A the POF was introduced. The key is in théhese rows are determined by the information of the indexes
set of indexes specified for the POF in that everything relatgded to construct “selector matrices.” The various selector
to the system structure is determined from them. In practigctors and matrices used in this development are all derivable
it is useful to establish an algorithm which will construct théom the set of indexes.

POF given a basic state-space model and the information ofremultiplying (8) by the selector matrice®, and S7,
the indexes. The reader is referred to [6] for details. defined in [6], we obtain, respectively,

System identification from input/output data assumes that
the input signals are “persistently exciting,” i.e., that the Y& =x(t) + Hiw,, yor = Ayx(t) + Howy (11)
system is sufficiently excited to exhibit all of its modes iRyhere
the corresponding output signals. In addition, it is clear that T T
only the controllable and observable part of the system can Yie =S¥t Yar = Siyt
be identified from input/output data. To develop the necessgyh
background, consider the desired result of the identification,
namely, an order- D-T system withm inputs andp outputs

B. Deterministic ldentification

H, = SLH, H, = SLH.
Eliminating x(¢) from (11)

x(t+1) = A.x(t) + B,u(t) — [(H, — A, H, e |
y(t) = Cox(t) + Dou(?) (6) Yz = [(H: = AHy) A |:YIt:| (12)
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The matrixA,. in (11) and (12) is dp x n) matrix containing RL L
the rows of A, with nonzero nonunity elements, whose 3Q }&“ﬁ\
locations in A, are specified by the selector vecter,. vy T
Equation (12) may be expressed in a more concise form by DE@ 14
v‘ —_
€ T ¢
v2 =[N, A,]z (13) 15V T PWM 200mF |
£~50KHz
where N, = Hy, — A, H; is ap x (v + 1)m matrix and

z¢ IS an h-dimensional vector containing, andyi, where
h o= (1/ + l)m + n. Equation (13) is referred to as thefig- 2. Boost converter (with PWM control over the switch).
identification identitysince it relates input/output data samples

arranged into columngs, andz, to parameters of the state

space representatidr,, i.e., in the matriced\,,, B,, andD,. lll. A SMALL-SIGNAL ANALYSIS OF VARIOUS CONVERTERS

~ We now consider the case where only input/output datang an example of the small-signal analysis of nonlinear
is available, without a given system model. The proceggnamic systems under study, an open-loop boost converter, a
of creating a system model from the data is called syst&jes resonant converter (SRC), and a forward multiresonant
identification. A determ|n|§tlc D-T system identification will . erter (FMRC) are selected. Since the existing state-space
be performed by calculating an observable form state-spaggraged model is quite accurate up to the half of the switching
model R, = {A,, B,, Co, Do} from a set of input and fequency in case of the boost converter, the proposed black-

corresponding output data with the restriction that the inpyt,, approach can be compared and its effectiveness and
signals are “persistently exciting.” The technique is based %curacy verified.

the identification identity, (13).
In order to determineN,. and A,., as well as to select

an appropriate set of indexes, the following is suggested/A- Open-Loop Boost Converter

Concatenate the vectoys: andz, corresponding to samples Fig. 2 illustrates a typical two-state boost converter exam-

t=20,1,2,---,¢g—1into (p x ¢) and (h x ¢) matrices ple. Three input variables and two output variables represent

Y. and Z, respectively, (where it is assumed thek ¢ and the state of the system dynamias; (the variation of input

q + v < N), yielding voltage), &, (the variation of input current), and (the
variation of duty cycle)C; (the variation of output inductor

Y. =[N,|A,]Z (14) current), 4. (the variation of output capacitor voltage). This

converter was designed to operate at a nominal duty ratio

where of 0.6 with an efficiency of 70.5%. The exact discrete state-
U W+ 1m space equation including all the nonlinearities is used for the
7 — | __ time-domain simulation.
Y: |In As described in detail [7], the procedure is summarized as
' follows

One can quickly conclude that the input sequence used tdStep 1: A small range of elaborate input perturbations
generate the response is “sufficiently rich” if and only if tharound a nominal equilibrium point is injected at the inputs

matrix U is full rank, i.e., of the boost converter, such as,, ¢,, and d, and then
the corresponding output responses are measured in physical
rank U = (v + 1)m (15) unit. Generally, small-signal analysis of an unknown system,

unlike the above boost converter, must be done using a circuit
and that the set of indexes is admissibléZiis of full (row) simulation tool such as PSpice or the measurement data from
rank, i.e., if the hardware directly. Therefore, extracting information from
data is not a straightforward task. In addition to the decisions
required for model structure selection and generalization, the
collected data need to be handled carefully for the proposed

g]devi(;zrt])(lj:lct)g gum:r?;?;e? sl,setr(zlft;ngx;rgv?/hilcthmIt%rr]éubi igentification process. The levels in these raw inputs and
) y . ' 9 outputs should be matched in a consistent way. The mean
different set of selector vectors and matrices, could lead t

o . : 30 198 els must be subtracted from the input and output sequences
:)he;te;f;);g:gnii(fzo;n:;:%g’f;;e si(;lunon of (14), containing before the estimation. The best way is to match the mean levels
P o corresponding to a system equilibrium.
[N,|A,] = Y,ZT(ZZ7)! (17) Step 2: The second step is to determine a nominal range of
e the system order with the restriction that the input signals are
which reduces td/,Z ! if the matrix Z is square. Using the “persistently exciting.” From the assumption that the order of

natural structure described above, the POF realizdipgan the system is unknown, to determine the system order from

be constructed from the result of (17). In the next section t@W data, a rank test is done. However, due to the nonlinearity
technique for system identification is explained. of the system with added noise, a rank test may not be reliable.

rankZ =h (16)
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Fig. 3. Small-signal analysis process.
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Fig. 5. Phase: identified (solid), state-space averaging (dotted).
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Fig. 4. Magnitude: identified (solid), state-space averaging (dotted).

L
Step 3: The third step is to construct an ARMA model } + }
c T—l: v

with inputs representing both the present inputs and delayed
versions of the inputs and outputs to capture the dynamics
of the systems. The method determines an equilibrium point

to identify a linearized system about this equilibrium point.
_% R
C(/I\ Vs

It is a classical method of multivariable system identification
which utilizes the possible structures of the system in order to
achieve a model that optimally generalizes over the available
input/output data.

Step 4: The final step, a deterministic D-T system idengig. 6. Series resonant converter.
tification, is performed by calculating an observable form
state-space modeR, = {4, B, C, D} from the identified
ARMA model. The small-signal modeling process is showsignal model is accurate up to half of the switching frequency,
in Fig. 3. i.e., 25 kHz (Nyquist frequency).

Using the proposed identification technique, a small-signal
analysis of the boost converter is developed as the followirg Series-Resonant Converter (SRC)
ARMA model:

+
Vo

N . The small-signal analysis for an SRC based on the proposed
_ p p identification technique is discussed in this section. Among
y(k) = ;ak_iy(k_ L)+Zbk_iu(k_ i) (18) several approaches for modeling an SRC, the well-known
= =0 state-space averaging technigue does not show promising
vyhere y = Ci,y2 = b, ur = Uy, uz = Co, andus = results in modeling for resonant converters, where the energy
d. From (18) it is noted that delayed inputs and outputsf the system is carried mainly by the switching frequency
contribute to the “predicted” output. Since the boost comrarmonics (not by the low-frequency components as in the
verter is second order, the ARMA model of the linearizedase of PWM converters). Since the dynamics are often
system is expected to have (k), u1(k — 1), u2(k), uo(k — determined by the interaction between the switching frequency
1), ug(k), ug(k—1), y1(k—1), andy2(k—1) terms. For refer- and the natural frequency of the resonant converter, state-
ence, the eigenvalues of the C-T equivalent model of (18) apace averaging eliminates the useful information of this
{-1166.6, —347.5} comparing with those of state-space aveiinteraction between both frequencies. Therefore, the previous
aged model of the exact system equatipn]153.1, —346.9}. identification procedure was applied to the input/output data
When duty cyclecZ is modulated, the magnitude and thestreams of nonlinear system equations of an SRC [7]. The
phase of the control-to-output transfer function of the identifiedentified model was compared with the analytical result to
model are compared against the state-space averaged modeedfy the correctness of the procedure. The circuit diagram
the system in Figs. 4 and 5, respectively. The obtained smaif-the SRC is shown in Fig. 6. The circuit parameters and the
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operating point are the following: 45
40+
L =197 uH C =51nF sl |
Cr =3 pF r. =0 ol
F, =50.2 kHz Z, =62.10 rs = 0.
V, =62.15V D =095 ) Z
F,/F, =0.85, Q. =Z,/R=25 -

The active switch network generates a quasi-square voltage 1o}
vap applied to the resonant tank. By assuming the continuous |
mode of the inductor current (tank curreitthe SRC can be
modeled as in the following nonlinear state equations:

103

di
L %+ +Sgri)v, = vap e
dv Fig. 7. Magnitude: identified (solid), measureg.(
a
Vo Vo . 0
Crd—+ — =|t|. 19
rd o+ 5 =il (19)

There are three input variables; (the variation of input o

voltage), C, (the variation of output current), and (the
variation of switching frequency), and three output variables: 5l
€, (the averaged input currenf)c ¢ (the capacitolC’y output g
voltage), andi, (the output voltage) of the power stage. In this g
configuration, the output voltage is regulated by modulating

the switching frequency . The resulting small-signal model

of the SRC is given below as a state-space representation form |
Ro = {A7 B7 07 D}

-150+

r o 0.3367 —0.0094 —0.0011 T 258 T T
23.5832 0.7523 0.3472 Ha
_ é ] _1'Zi49_7_ ___O'E:%O_ _ _0'2782_ Fig. 8. Phase: identified (solid), measured.
C 1 0 0 ) )
0 1 0 =g NN, 2, LI
L o 0 1] . T T T T .
_ 0.4396 0.0014 0.0110 7 L"'L g = v % | j+ v
—24.2318 0.4943 —0.2752 et i . ‘ cl - _ Tw B
B 2.6661 0.0113 —0.6898
D 0.3282 0.0083 0.0074 s 1
—79.4499 0.1109 —0.3381 <
0.6759 0.0108 —0.4351 |
(20)

Fig. 9. Forward multiresonant converter.

Figs. 7 and 8 show the control-to-output transfer function of
the SRC compared against the measured data. The numeiigiat it absorbs the major circuit parasitics such as the output
results are in good agreement with the measured data.  capacitance of the switching devices, the junction capacitance
of the rectifier diodes, and the leakage inductance of the
transformer. Furthermore, all of the semiconductor devices can
be operated under zero voltage switching condition with proper
The whole circuit has six energy storage elements and ttiesign. Since several operating modes exist for this circuit with
resonant tank formed by., Cs, and C, is the third order. respect to different loads and switching frequencies, therefore,
The magnetizing inductance is denotedby. The FMRC is it is not feasible to obtain dc characteristics analytically.
controlled by varying the turn-on time of the active switéh), Especially, there are two resonant frequencies for the FMRC,
and the turn-off time is fixed. The advantage of this topologgorresponding to the turn-on period and the turn-off period,

C. Forward Multiresonant Converter (FMRC)
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respectively. This makes the FMRC a more difficult circuithe parasitics related with losses are defined by
than the other resonant converters for modeling. The FMRC

are built as the following parameters:

L=45uH C,=48.2nF
L,, =139 uH Cy =661 nF
Ly =82puH Cr =34 pF

n=2 rs =0.63 Q2

r. =206 mQ2 T = 7.3 K2

L, =108.1 kHz Z, =30.6 2.

rs conduction loss of the tank;
rm core loss of the transformer;
r. ESR of the output capacitor

With the above large-signal nonlinear model available, time

domain simulation is done with PSpice in the Appendix. There

are three mput vanable@m Co, d, and six output variables,
Cty Cims Cify Des, Dea, andd, of the power stage. To verify

The nonlinear state equations of the FMRC are the followinga results of the analysis, an FMRC was built with the same

di
L—+i7’5+vs+— =V,
n

(21)

dt
s _ g
S dt - a
dim Ud
Lrn—:_
dt n
d
Ca :n(i—im—ZZj>iR
di,
Ly st =, — VU,
v,
C d =i, — —
/ dt R

where S, represents the switching action of the MOSFET
S, =0 MOSFET or its body diod®N

S, =1 otherwise

component values as shown above. Figs. 10 and 11 show the
control-to-output transfer function of the small-signal model of
the FMRC compared with the measured data. The identified
results of both gain and phase are close to the measured data
except near the one-half of the switching frequency, which
shows the difficulty of this problem.

The identified small-signal model of the FMRC is given be-
low as a state-space representation f&tp= {4, B, C, D}
as shown, at the bottom of the page, in (22).

D. Full-Bridge Zero-Voltage-Switched
(FB-zVS) PWM Converter

In contrary to the conventional PWM converters, the circuit
parasitics such as the output capacitances of the switching
devices and the leakage inductance of the high-frequency
transformer have beneficial effects on the converter perfor-

r—12.317
0.63
—0.865 —
—0.002
—-15.717 —
A 0.017 -

r —0.0651
0.0009
0.0691

—0.0001
—0.0101
B 0.0214

D —0.0973
0.0488
0.0575

—0.0001
—0.4763
L 0.0046

04516  0.5953  293.372  0.0367 —0.394 T
0.5219 —0.3427 —412.149 —-0.0271 0.187
0.8106  1.2722  933.758 —0.0466  0.357
0.0005 0.0005 2.718 0.0000 —0.000
20882 —2.2787  1370.856 —0.0942 —3.133
0.0786  0.3058 —2.964 —0.0043  0.933
0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1]
0.0258  —9.7244
—0.0058  —1.0201
—0.0026 —1.3769
0.0000 —0.0094
0.6498  —73.8649
0.1051 1.0132
—————————— . (22)
—0.1201 —3.4953
0.0234 7.9658
0.0083 4.8434
—0.0001  —150.0035
—0.5441 6.3498
0.1186 0.2315
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mance in ZVS topology. With phase-shift control, transformer |
leakage inductance and MOSFET’s junction capacitance carj
be utilized to achieve zero-voltage resonant switching, which
enables high-frequency operation for improved efficiency and
reduced volume and weight. Considering the recently in-¥
creased attention to this ZVS topology, the small-signal anal-{
ysis of this type of converter is necessary, but only a few
researchers have focused on this problem [3], [8]. This ZVS -
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Fig. 13. Simulated waveforms.
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PWM converter topology seems to be very close to tihmy. 14. Experimental waveforms.
conventional PWM converter topology, but its small-signal
properties are found to be significantly different from those of
the PWM converter, and its small-signal analysis is hard to be
achieved by state-space averaging because of the presence of 1o4sformer leakage inductandgy, = 52 ;H
a large leakage inductance and the phase-shift control.
In this section, the small-signal analysis of the ZVS PWM
converter is achieved by the proposed identification technique
using the help of circuit simulation program such as PSpice.
The ZVS PWM converter constructed in Fig. 12 has the

following circuit parameter values [8]:

Input voltage,Vi, =600 V
Output voltage V., =360 V

Output capacity Py, =2 kW
Transformer turns ratiogp =1

Output filter inductor,L ; =314 pH
Output filter capacitorC' =5 uF
DC blocking capacitor{C,; =2 uF.

The results of both simulated and also experimental wave-
forms showing the ZVS effects are given in Figs. 13 and 14.
Figs. 15 and 16 show the control-to-output transfer function
of the FB-ZVS-PWM converter compared with the measure-
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60 — Feme - - CIRCUIT DESCRIPTION...........

0 * == Vg iS @N INPUL ...eeeeiiiiiieeiiiiiee it e e siieee e
= 40 Vg (1,vn) 35.2
% 20 Evn (vn,0) (vn0,0) 1
3 Rvn (vn0,0) 1
e 2 * This is a VCVS: change the gain to control the size of
= 10 perturbation

*Vn (vn0,0) PWL (0 1 11.3u 1 11.301u -.4 22.6u -.4 22.601u
.4 33.9u .4 33.901u -1 45.2u -1 45.201u 0 56.5 0)
*Vn (vn0,0) PWL (0 2 11.3u 2 11.301u -.2 22.6u -.2 22.601u
.2 33.9u .2 33.901u -2 45.2u -2 45.201u 0 56.5 0)

-10
Fig. 15. Magnitude: identified (solid), measured (dashed).

0 ! *Vn (vn0,0) PWL (0 -.3 11.3u -.3 11.301u -.9 22.6u -.9
30 | 22.601u .3 33.9u .3 33.901u .9 45.2u .9 45.201u 0 56.5 0)
o | *Vn (vn0,0) PWL (0 -.7 11.3u -.7 11.301u -1.1 22.6u -1.1
5 22.601u .7 33.9u .7 33.901u 1.1 45.2u 1.1 45.201u 0 56.5 0)
2 W Vn (vn0,0) PWL (0 -5 11.3u -5 11.301u -.1 22.6u -.1
g 120 | 22.601u .5 33.9u .5 33.901u .1 45.2u .1 45.201u 0 56.5 0)
& 450 + X _ _
- *==>1IniS an iNPUt .........ccceriiiiiiiiii
180 ¢ - Gn (6,8) (30,0) 0.4
210 Rn (30,0) 1
Fig. 16. Phase: identified (solid), measured (dashed). * This is a VCCS: Change the gain to control the size of
perturbation

ment data. The numerical results of both gain and phase
measurements are in good agreement with predictions.  *Vi (30,0) PWL (0 1 11.3u 1 11.301u -.4 22.6u -.4 22.601u .4
33.9u .4 33.901u -1 45.2u -1 45.201u 0 56.5 0)
IV. CONCLUSIONS *Vi (30,0) PWL (0 2 11.3u 2 11.301u -.2 22.6u -.2 22.601u .2
As a unified black-box modeling approach of highly nonlin33.9u .2 33.901u -2 45.2u -2 45.201u 0 56.5 0)
ear power electronics systems, a novel identification technigqtg (30,0) PWL (0 -.3 11.3u -.3 11.301u -.9 22.6u -.9 22.601u
is proposed for modeling conventional switching converterg 33.9u .3 33.901u .9 45.2u .9 45.201u 0 56.5 0)
resonant converters, and full-bridge ZVS converterts. In ordgr (30,0) PWL (0 -.7 11.3u -.7 11.301u -1.1 22.6u -1.1
to get not only physical insight of system but also to havez 601u .7 33.9u .7 33.901u 1.1 45.2u 1.1 45.201u 0 56.5 0)

a convenient linearized model of the given system at thg; (30,0) PWL (0 -.5 11.3u -.5 11.301u -.1 22.6u -.1 22.601u
specific operating point, a small-signal modeling method i§ 33 9, 5 33.901u .1 45.2u .1 45.201u 0 56.5 0)
introduced using PSpice and MATLAB along with the classical

linear identification method. A boost converter, an SRC, anpg (1,2) 0.63
FMRC, and a ZVS PWM converter are taken as examples tq @ ’3) 450U ic— -4.0102382
demonstrate the proposed algorithm and the result looks ver (3’4) 139 ic— 1 (')35 2187
promising even though the key factor is how to persistently 3'4 73K o
excite the system for showing all kinds of characteristics to (3:4) '
be identified. .
© Identie Cs (4,0) 482n  ic= 9.7214899
APPENDIX Diode (0,4) DIODE
==> Forward Multiresonant Converter Sd (4.0) (0.0 SWITCH
* Measured Outputs: K Duty cycle control ..........................
1 v Ed (sense,0) poly(2) (ramp,0) (40,0) O -1000 1000
)i(L) Rdz (sense,d) 10
2 iLm) d) ZENER
* 3) i(Lf) Dzener (0 ,d)
* g; xg; ::::::i 2%%2 ((42)0) * Ramp voltage 0>1V 11.3 usec period
Vramp (ramp,0) PULSE (0 1 0 11.298u 1n 1n 11.3u)
EVcd (20,0) 5,6) 1 R 01
Rved  (20.0) 1 ramp - (ramp,0)
* 6) Vo ===> node (21) N .
Nominal duty cycle
EVo (21,0) (9,6) 1
RVO (21.0) 1 vd (40,vdn)  0.619469

Edn (vdn ,0) (dn0,0) 0.1
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Rentr (40,0) 1 ccCd 56 661n IC=-5.228 753 1
Rd (dn0,0) 1 L_Lf 7 8 82uH 1C=3.243697 2
* This is a VCVS: change the gain to control the size of R Rload 6828
perturbation R_Rc 9 8 206m

C.Cf 9 6 34u 1C=8.2301149
*Vdn (dn0,0) PWL (0 1 11.3u 1 11.301u -.4 22.6u -.4 22.601.WD_D6 5 7 Dbreak

.4 33.9u .4 33.901u -1 45.2u -1 45.201u 0 56.5 0) D_D7 6 7 Dbreak

*Vdn (dn0,0) PWL (0 2 11.3u 2 11.301u -.2 22.6u -.2 22.601lIR_RXFORM 4 6 1Meg

.2 33.9u .2 33.901u -2 45.2u -2 45.201u 0 56.5 0) V_Vg 1 $N.0001 DC 35.2V
Vdn (dn0,0) PWL (0 -.3 11.3u -.3 11.301u -.9 22.6u -.9 E_Evn $N.O001 0 $N0002 0 1

22.601u .3 33.9u .3 33.901u .9 45.2u .9 45.201u 0 56.50) V_Vn $N_0002 0 PWL FILE

*Vdn (dn0,0) PWL (0 -.7 11.3u -.7 11.301u -1.1 22.6u -1.1  “c:\usehpapekspicé fmrc\vn.dat”

22.601u .7 33.9u .7 33.901u 1.1 45.2u 1.1 45.201u 0 56.5 0O)R_Rvn $NL0002 0 1

*Vdn (dn0,0 ) PWL (0 -.5 11.3u -.5 11.301u -.1 22.6u -.1 G.G1 6830004

22.601u .5 33.9u .5 33.901u .1 45.2u .1 45.201u 0 56.50) V_V9 30 0 PWL FILE
“c:\uselpapekspicé fmrc\current.dat”
R_Rn 3001

SS1 4 0 d O Sbreak-X
e Ideal Tranformer........cccccovcvvveennnne. RSS1 d01G
RXFORM (4, 6) IMEG D_D8 0 4 Dbreak
FXFORM (3, 4) VXFORM 0.5 CCGCs 4 0 48.2n 1&9.7214899
VXFORM (5x, 5) 0 EDIFF1  $N.0003 0 VALUE {V($N_0005,$N0004)}
EXFORM (5x, 6) (3, 4) 0.5 E_.ABM11 $N_0005 0 VALUE { (V(40) * 1000)}
K ettt ettt E_ABM12 $N_0004 0 VALUE { (V(ramp)* 1000)}
Cd (56) 661ln ic=-5.2287531 EE2 sense 0 $M0003 0 1
D1 (5,77 DIODE R_Rdz sense d 10
D2 (6,7) DIODE R_Rd $N.0006 0 1
Lf  (7,8) 82u ic= 3.2436972 V_Vdn $N_0006 0 PWL FILE
Rc (8,9 206m “c:\usehpapekspicé fmrc\t2.dat”
Cf (9,6) 34u ic=8.2301149 E_Edn $N.0007 0 $NO006 0 0.1
Rload (8,6) 2.8152 V_vd 40 $N.0007 DC 0.619 469

R_Rramp ramp 01
V_Vramp ramp 0
+PULSE 010 11.298u 1n 1n 11.3u

*+ ++ 4+ + SIMULATION COMMANDS + + 4+ 4+ ++ R_Rcntr 4001
FF1 34VEF10.5
.OPTION PIVTOL=1E-99 ITL5=0 NUMDGT=8 VF_F1 5x 5 0V
NOECHO NOMOD E_E5 5x6 34 0.5
.WIDTH OUT = 132 D_Dzener O d Dbreakz
.MODEL SWITCH VSWITCH (Ron= 1m Roff = 1Meg Von
= 10 Voff = 0.5) REFERENCES
.MODEL ZENER D (BV = 10)
.MODEL DIODE D () [1] V. Vorperian, “Simplified analysis of PWM converters using the model
tran 11.3u 56.5u 0 0.2u UIC of the PWM switch: Parts | and II,TEEE Trans. AESvol. 26, no. 3,
. . . . pp. 490-505, 1990.
-print tran V(l) V(30) V(4O) |(L) '(Lm) '(Lf) V(4) V(ZO) [2] V. Vorperian and S. Cuk, “Small-signal analysis of resonant converters,”
v(21) in Proc. IEEE PESC1983, pp. 269-282.
* oo NPUES - - S e - - [3] V. Vlatkovic, J. A. Sabate, R. B. Ridley, F. C. Lee, and B. H. Cho,
“Small-signal analysis of the zero-voltage switched full-bridge PWM
Outputs - - - - --------> converter,” inHigh Frequency Power Conversion Cqriflay 1990, pp.
*Vglod Vcs Ved Vo 262-272.
probe [4] D. G. Luenberger, “Canonical forms for linear multivariable systems,”
) IEEE Trans. Automat. Conirvol. AC-12, pp. 290-293, 1967.
.end [5] T. Kailath, Linear Systems Englewood Cliffs, NJ: Prentice Hall, Inc.,

(6]

* Schematics Netlist

RRs 120.63 [7]
L_L 2 3 45uH IC=-4.0102382 8]
L.Lm 34 139uH IG=1.0352187

R.orm 4 3 7.3k

1980.

S. Bingulac and H. F. VanLandinghaml|gorithms for Computer-Aided
Design of Multivariable Control SystemsNew York, NY: Marcel
Dekker, 1993.

J. Y. Choi, “Nonlinear system identification and control using neural
networks,” Ph.D. dissertation, VPISU, Blacksburg, VA, 1994.

J. A. Sabate, V. Vlatkovic, R. B. Ridley, F. C. Lee, and B. H. Cho,
“Design considerations for high-voltage high-power full-bridge zero-
voltage-switched PWM converter,” iProc. IEEE APEC 1990, pp.
275-284.
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